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Preface

The most straightforward method to change the surface properties of a mate-
rial is to deposit a thin film or coating on it. Hence, it is not surprising that
an overwhelming amount of scientific and technical papers is published each
year on this topic. Sputter deposition is one of the many so-called physical
vapour deposition (PVD) techniques. In most cases, sputter deposition uses a
magnetically enhanced glow discharge or magnetron discharge to produce the
ions which bombard and sputter the cathode material. In the first chapter of
this book (Chap. 1), the details of the sputter process are discussed. Essential
to sustain the discharge is the electron emission during ion bombardment.
Indeed, the emitted electrons are accelerated from the target and can ionize
gas atoms. The formed ions bombard again the target completing the sus-
taining process. A complete chapter is assigned to this process to highlight
its importance (Chap. 2). Although the sustaining process can be described
quite straightforward, a complete understanding of the magnetron discharge
and the influence of different parameters on the discharge characteristics is
only possible by modelling (see Chap. 3). With these three chapters, the reader
should be able to form an idea of the target and plasma processes occurring
during a DC magnetron discharge.

When a reactive gas is added to the discharge, it becomes possible to
deposit compound materials. This process is called reactive sputter deposi-
tion. The changes of the deposition process as a function of the reactive gas
addition are discussed in Chaps. 4 and 5. The former (Chap. 4) describes
the well-known “Berg” model, which enables a better understanding of the
general aspects of reactive magnetron sputtering. The next chapter (Chap. 5)
summarizes several experimental results and shows the need to more detailed
models to describe the reactive sputtering process.

One of the major problems of the reactive sputter process is its complex-
ity and several fundamental aspects of the process have not been elucidated
yet. Only by understanding all its details, it is possible to understand the
properties of the obtained thin film as a function of the deposition condi-
tions. In this respect, it is necessary to describe the deposition flux towards
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the substrate. This can be achieved by modelling the transport of sputtered
particles towards the substrate (Chap. 6). However, not only the metallic flux
but also the energy flux towards the substrate is important. This latter forms
the subject of the following chapter (Chap. 7). More details of the reactive
magnetron sputter process can be achieved by a good knowledge of the avail-
able plasma diagnostic tools. Hence, they form the content of the next two
chapters (Chaps. 8 and Chap. 9). A nice illustration of the implementation
of these tools is shown in the Chap. 10 which demonstrates their use in the
study of the cross-corner and cross-magnetron effect (Chap. 10).

Finally, the book ends with some interesting examples of materials
deposited with reactive sputter deposition. Indeed, complex materials such as
solid electrolytes (Chap. 11), complex oxides (Chap. 12) and electrochromic
thin films (Chap. 13). In the last chapter, the reader can learn more about
the simulation of the growth of thin film deposited by magnetron sputtering
(Chap. 14).

Although the technique is easy to use, it conceals enough challenges to
remain scientific interesting. This explains its popularity in the academic
world. Also in the industrial world, reactive magnetron sputtering remains
an interesting and often used technique, due to its flexibility and scalability
and has gained in this way a strong position for large-area deposition of thin
films. As for most thin film deposition techniques, sputter deposition was once
considered a black art and only in the last two decades, there has been a vast
increase in the range of material types which can be deposited, the complex-
ity of thin films which are possible, the ability to deposit precisely controlled
heterostructures and the reproducibility of film deposition. The origin of this
change is the trend to analyse in more detail all relevant processes during the
thin film deposition to maximize the level of control. This forms exactly the
goal of this book, i.e. to give the reader on overview of the important pro-
cesses during sputter deposition and of the aim to describe them by modelling
and to use them to deposit complex materials such as perovskite, solid elec-
trolytes and electrochromic thin films. A good understanding of the reactive
sputtering process is essential when tailoring the thin film properties. This
reasoning formed also the guideline for the table of content which mimics a
virtual journey from target towards substrate.

Together with the authors, we hope that the different topics discussed in
the book will help the novice and experienced scientist to solve some of the
problems encountered during the use of this interesting deposition technique.

Gent, January 2008 Diederik Depla
Stijn Mahieu

www.draft.ugent.be
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Sören Berg
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1

Simulation of the Sputtering Process

T. Ono, T. Kenmotsu, and T. Muramoto

1.1 Introduction

In this chapter, we deal with sputtering of target materials bombarded with
energetic particles. In this process, target atoms are removed from the surface
by collisions between a projectile and/or recoil atoms produced and the atoms
in the near-surface layers of the target material.

Sputtering is utilized widely and positively as a useful technique to produce
thin films, to make trace impurity analyses of materials of all sorts (e.g., Sec-
ondary Ion Mass Spectroscopy), for surface treatment and surface processing,
and also for a variety of many other technological applications. However, sput-
tering plays an undesired role in some cases, on the other hand. The first wall
and the divertor of a thermonuclear fusion device, for example, are eroded
mainly by impinging plasma ions, which causes the core plasma to be con-
taminated if sputtered atoms enter it, resulting in insufficient heating of fuel.
Therefore, quantitative knowledge on sputtering is required to be determined
accurately and compiled for these scientific researches or technological devel-
opment. Computer simulations of sputtering have contributed greatly to such
purposes and to elucidate the pertinent processes. In what follows, we give a
quantitative account of and highlight the results obtained mainly by us from
computer simulations of sputtering.

In Sect. 1.2 we introduce our computer codes (Monte Carlo (MC) binary
code, dynamical Monte Carlo code, and molecular dynamics (MD) code) used
for sputtering calculations and the outlines of the codes necessary to discuss
the results are described.

Section 1.3 is concerned with incident-energy dependence and angular
dependence of total sputtering yield. The sputtering mechanisms of a target
material bombarded with heavy and light ions are outlined. Then, semi-
empirical formulae for energy dependence are compared with experimental
and calculated data. The sputtering mechanism for light-ion bombardment
from oblique incidence is mentioned in terms of the knockout process. New
semi-empirical formulae to reproduce experimental and calculated data of
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incident-angle dependence of total sputtering yield are introduced. We also
present incident-angle dependence of tungsten self-sputtering yield calculated
with our computer codes for very low incident energy. The large difference
found at glancing angles of incidence between the MC and the MD data is
accounted for using the contour maps of deposited energy density on the
surface calculated in these simulations. Section 1.4 describes differential sput-
tering yields with respect to energy and ejection angle of sputtered atoms.
In particular, we indicate that the energy spectrum of sputtered atoms from
heavy target materials with low-energy light ions can be reproduced well by
semi-empirical formulae proposed recently by us. The energy spectra of sput-
tered atoms calculated with the MC and the MD codes are compared with
each other. The components of sputtered atoms with very low energy obtained
with the MD are discussed. We present typical angular distributions of sput-
tered atoms obtained with experiments and calculations. The difference in the
angular distributions for heavy- and light-ion irradiation is described. A new
semi-empirical formula that can reproduce even the heart-shaped distribu-
tion corresponding to heavy- and moderately heavy ions with very low-energy
bombardment is presented.

In Sect. 1.5, we mention the effect of surface roughness on sputtering with
low- and high-energy ions. Low-energy ions incident on a rough surface is
equivalent to randomizing incident angle, and sputtering with high-energy
ions is affected by the averaged low-density of a rough surface.

Section 1.6 goes into sputtering of compound materials. Sputtering of mul-
ticomponent targets is complex compared with that of monoatomic targets. In
sputtering of multicomponent targets, compositional change near a surface is
unavoidable under ion bombardment and depends on target systems. Kinetic
and thermal processes occurring in a material result in the compositional
change. Ion-fluence dependence of the compositional change for a Cu–Ni alloy
was calculated with the dynamic Monte Carlo simulation code which includes
both kinetic and thermal processes.

1.2 Computer Simulation Codes

Comprehensive reviews on computer simulation codes used widely for sput-
tering have been done [1–4]. According to how atomic collisions occurring
in a solid are modeled, these codes are classified basically into two groups,
i.e., MC codes which treat atomic collisions with a MC method in a binary
collision approximation (BCA), and classical MD codes which assume that
incident projectiles collide with a system of many atoms involved and solve
time evolutionally the classical dynamics of the system from knowledge of
the interaction forces between particles. Generally, MC codes are suited for
simulations in much larger space- and timescales than MD ones. However,
as incident energy of ions reaches a low-energy range, e.g., around 100 eV,
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the effective interactive region that a moving atom feels widens. Accordingly,
BCA breaks down, and MD is required, instead.

Since ACAT [5] code, ACAT-DIFFUSE [6] code, DYACAT [7], and a MD
code [8] have been described in detail, we describe here only the main features
of these codes necessary to discuss the results obtained with these codes.

The ACAT and the TRIM.SP [2, 9] codes are of the MC type. While the
TRIM.SP code pursues atomic collisions by using a mean free path like many
other MC codes, the ACAT code assumes an amorphous target by employing
the so-called “cell model,” i.e., an amorphous target is composed of simple
cubic cells, in each of which the site of a target atom is chosen stochastically
with a lattice constant λ = Ω1/3, where the atomic volume Ω = 1/N, N the
number density of the target material, and the surface is atomically rough in
scale of λ/2. Moreover, one can prepare desired surface roughness by adding
more cells on the original surface, as indicated in Fig. 1.1.

The DYACAT code is a dynamical version of the ACAT code. In this
code, the binary collision events are arranged in order of time they occur.
The code can consider collisions between two moving atoms as well as a
non-Markov process, which is very important for polyatomic ion bombard-
ment on a solid. The non-Markov process is a random process whose future
probabilities are determined by its most recent and all the past values. In
the code, the process corresponds with collisions between a moving atom
and point defects produced from a simultaneously ongoing collision cascade.
Since distant collisions become important in a low-energy range as mentioned
above, the code considers many-body collisions among a moving atom and
several target atoms located in an effective interaction range by a limited-MD
calculation. Therefore, the DYACAT code can be regarded as a MD code-like
unique BCA code.

Fig. 1.1. Cell model of a rough surface employed in the ACAT code. Open circles
stand for atoms located randomly in cubic cells
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Fig. 1.2. Schematic diagram of the work flow of the ACAT-DIFFUSE routines

The ACAT-DIFFUSE code can calculate sputtering of an amorphous
monoatomic and composite materials being irradiated by ions. The code is
based on the ACAT code and the DIFFUSE [10] code and its basic concept
is schematically shown in Fig. 1.2. The ACAT part of the code calculates the
slowing-down processes of implanted projectiles and recoil atoms produced,
together with the associated vacancy and range distributions. A large total
dose Φ is divided into smaller dose increment ΔΦ during which the target
composition is not varied appreciably by incident ions. The bunch of ions
corresponding to ΔΦ is assumed to hit the target material simultaneously
and to be slowed down instantaneously. Slowdown of ions, together with the
associated vacancies and range distributions are calculated in the ACAT part.
Mobile atoms, not trapped in trapping sites, diffuse during the time interval
of ΔΦ/J (J being the ion flux). The DIFFUSE part copes with the thermal
processes of preimplanted and currently implanted ions and recoil atoms pro-
duced by solving the diffusion equations numerically. The two routines are
iteratively repeated n times, where n = Φ/ΔΦ.

As mentioned above, MD determines the dynamics of a system of many
atoms by solving Newton’s laws of motion for each particle of the system. A
well-known numerical calculation method is Verlet algorithm [11]. The most
important factor in MD calculations is atomic interaction force. For a few-
body system, the force can be calculated by quantum dynamics. However,
for a large-scale system, the force is described by semi-empirical many-body
potentials in view of calculation speed. If a constrained MD simulation on
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temperature is required, the Langevin MD (LMD) method [12] may be
employed to combine the system with an external heat bath. In sputtering
MD simulations, since one can prepare only a finite target, energy dissipation
to the external heat bath has to be considered using a LMD method.

A large number of computer codes have been developed in the fields of ion-
implantation and ion-surface interactions, as discussed partly in this chapter.
For convenience, those codes widely used are categorized as to atomic process
and type of atomic collisions occurring in solids they employ, as depicted in
Table 1.1.

1.3 Total Sputtering Yield

1.3.1 Incident-Energy Dependence of Sputtering Yield

A measure of the erosion due to ion irradiation is sputtering yield, which is
defined as a ratio of the number of sputtered atoms to the number of incident
projectiles. A large amount of experimental and calculated data on incident-
energy dependence of sputtering yield of monoatomic and multicomponent
solids for normal incidence have been produced and accumulated [13–19].

The sputtering mechanism can be classified into two categories as schemat-
ically indicated in Fig. 1.3. When relatively heavy ions hit a solid surface, they
deposit their energy near the surface and a collision cascade develops, result-
ing in the ejection of target atoms from the surface (mechanism I) [20]. On
the other hand, incoming light ions such as H+ and D+ can not produce a
collision cascade near the surface because the energy they transfer to target
atoms in collisions is not enough to generate a collision cascade. Instead, those
ions are reflected from inside the target material and hit near-surface atoms,
causing those recoil atoms to leave from the surface if they receive sufficient
energy to overcome the surface barrier (mechanism II) [21–23]. As the mass
of incident ions becomes lighter, the sputtering mechanism shifts gradually
from mechanisms I to II. For ions with intermediate mass, such as Ar+, both
mechanisms I and II contribute to the actual total sputtering yield.

Considering the above sputtering mechanism, Yamamura et al. [17] revised
their old semi-empirical formulae [24, 25] by interpolating them to propose a
new one (hereafter called Yamamura formula) for the energy dependence of
sputtering yield Y (E) of monoatomic solids for normal incidence of projectiles,
as given by

Y (E) = 0.042
Q(Z2)α∗(M2/M1)

Us

Sn(E)
1 + Γkε0.3

[
1 −

√
Eth

E

]s

, (1.1)

where E is projectile energy and M1, M2 are the masses of a projectile and a
target atom in a.m.u., respectively, and the numerical factor in units of Å

−2
.

The factor Γ has the form
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ŕı

g
u
e
z
,
R

a
d
ia

ti
o
n

E
ff
e
c
ts

a
n
d

D
e
fe

c
ts

in
S
o
li
d
s

1
4
2

(1
9
9
7
)

1
1
5
.

(2
7
)

V
.
K

o
n
o
p
le

v
a
n
d

A
.
G

ra
s-

m
a
rt

i,
P

h
il
o
so

p
h
ic

a
l
m

a
g
a
z
in

e
A

7
1

(1
9
9
5
)

1
2
6
5
.

(2
8
)

M
.H

.
S
h
a
p
ir

o
a
n
d

T
.A

.
T
o
m

b
re

ll
o
,
N

u
c
l.

In
st

r.
M

e
th

.
B

8
4

(1
9
9
4
)

4
5
3
.

(2
9
)

M
.H

.
S
h
a
p
ir

o
,
T

.A
.
T
o
m

b
re

ll
o

a
n
d

D
.E

.
H

a
rr

is
o
n
,
J
r.

,
N

u
c
l.

In
st

r.
M

e
th

.
B

3
0

(1
9
8
8
)

1
5
2
.

(3
0
)

T
.
D

ia
z

d
e

la
R

u
b
ia

a
n
d

M
.W

.
G

u
in

a
n
,
J
.
N

u
c
l.

M
a
te

r.
1
7
4

(1
9
9
0
)

1
5
1
.

(3
1
)

B
.L

.
H

o
li
a
n
,
T

h
e

M
O

L
D

Y
p
ro

g
ra

m
is

fi
le

d
in

m
a
ss

st
o
ra

g
e

a
t

th
e

L
o
s

A
la

m
o
s

N
a
ti
o
n
a
l
L
a
b
o
ra

to
ry

(1
9
7
5
).

(3
2
)

D
.E

.
H

a
rr

is
o
n
,
J
r.

a
n
d

M
.M

.
J
a
k
a
s,

R
a
d
ia

t.
E

ff
.
9
9

(1
9
8
6
)

1
5
3
.

(3
3
)
J
e
o
n
g
-W

o
n

K
a
n
g
,
E

.S
.
K

a
n
g
,
M

.S
.
S
o
n
,
a
n
d

H
.J

.
H

w
a
n
g
,
J
o
u
rn

a
l

o
f
V
a
c
u
u
m

S
c
ie

n
c
e

&
T
e
ch

n
o
lo

g
y

B
1
8

(2
0
0
0
)

4
5
8
–
4
6
1
.



1 Simulation of the Sputtering Process 7

Fig. 1.3. Schematic diagram of the sputtering mechanisms. The case (I) indicates
the mechanism for relatively heavy-ion bombardment, and the (II) that for light-ion
bombardment

Γ =
W (Z2)

1 + (M1/7)3
. (1.2)

The surface binding energy of a target material Us, the best-fit values of the
dimensionless parameters W (Z2), Q(Z2), and s are tabulated in [17]. The
best-fit values of α∗ are described as a function of a mass ratio M2/M1 in
the following manner:

α∗ =

{
0.249(M2/M1)0.56 + 0.0035(M2/M1)1.5, M1 ≤ M2,

0.0875(M2/M1)−0.15 + 0.165(M2/M1), M1 ≥ M2.
(1.3)

Eth is sputtering threshold energy and is expressed by the following best-fit
functional relation

Eth

Us
=

6.7
γ

, M1 ≥ M2,

=
1 + 5.7(M1/M2)

γ
, M1 ≤ M2, (1.4)

where γ is energy transfer factor in an elastic collision defined as γ =
4M1M2/(M1 + M2)2. ke is the Lindhard electronic stopping coefficient [26],
and Sn is the nuclear stopping cross section expressed by

Sn(E) =
84.78Z1Z2(

Z
2/3
1 + Z

2/3
2

)1/2

M1

M1 + M2
sTF
n (ε), (1.5)
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in units of eV Å
2

per atom. Note that the numerical factor of 8.478 in (21)
in Ref. [17] should be corrected to 84.78 as indicated in (1.5). ε is reduced
LSS energy [26], and sTF

n (ε) is reduced nuclear stopping cross section and is
approximated by an analytic fit to the Thomas–Fermi potential [13]. Yama-
mura formula was applied successfully to the cases of multicomponent target
materials as described below.

There are other semi-empirical expressions for Y (E), called the “Bohdan-
sky formula” [27] and the “revised Bohdansky formula”, which were used to
represent a large number of experimental and calculated data [14, 15, 28].

The discrepancy of the sputtering yields calculated with the TRIM.SP and
the ACAT codes is generally small. The above-mentioned revised Bohdansky
and Yamamura formulae can represent experimental results within the errors
of better than 30% in many cases, but more than 50% in special cases such
as H+ and D+ ions onto C for low E in which chemical erosion might take
place [14]. The deviations are seen in some cases for incident energies of high
keV and in the threshold energy region.

Sputtering yield of Cu target materials by 5 keV Ar+ impact calculated
with the ACAT and the MD codes is tabulated in Table 1.2.

In this MD simulation, the Cu–Cu interactions are described by TB-SMA
potential [29] and the Moliere potential [30] for an equilibrium range and a
short range, respectively. The Ar–Cu interaction is calculated by the Lennard–
Jones [31] and Moliere potentials which are smoothly connected in a similar
manner to TB-SMA + Moliere potential. We use a local electronic energy loss
model based on the Firsov model [32], which is corrected by the Lindhard–
Scharff formula [26]. In a microscopic view, a polycrystalline target looks like
a randomly oriented crystal. Therefore, in this MD simulation, we used a
random surface model to reproduce the sputtering of a polycrystalline target.
In this model, the target crystal is produced by a set of primitive translation
vectors, which is oriented randomly for each incidence.

It is shown the current simulations could reproduce almost the experimen-
tal sputtering yield [33,34] of polycrystalline and crystal Cu target materials.
The energy dependence of sputtering yield for Ar+ ions incident on Cu
obtained with experiments, MD calculations and Yamamura formula (1.1) are
illustrated in Fig. 1.4. It is clear from the figure that the simulation results
and the formula are in good agreement with the experimental values.

Table 1.2. Calculated and experimental sputtering yield for 5 keV Ar+ → Cu at
θ = 0◦

Poly. (111)

Experiment 5a 9b

ACAT 5.2
MD 6.8 9.6
a Reference [33]
b Reference [34]
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Fig. 1.4. Energy dependence of Ar+ ions incident on Cu obtained with experiments,
ACAT and MD calculations and Yamamura formula (1.1)

Yamamura formula (1.1) can represent sputtering yield data of multicom-
ponent materials by replacing Z2, M2, and Us in (1.1) with their average
values such as 〈Z2〉 =

∑
ciZ2,i, 〈M2〉 =

∑
ciM2,i, and 〈Us〉 =

∑
ciUs,i where

ci is the atomic fraction of ith element [35,36]. For threshold energy, however,
the maximum value of {Eth,i} is chosen except for oxygen ion bombardment
for which the threshold energy is a fitting parameter, where Eth,i is the thresh-
old energy of the monoatomic solid of ith element for the projectile. The
experimental and calculated sputtering yields of oxide targets displayed in
Fig. 1.5 are represented well by (1.1) with the above replacements.

1.3.2 Incident-Angle Dependence of Sputtering Yield

A large quantity of experimental and calculated data on incident-angle depen-
dence of sputtering yield of monoatomic and composite solids have been
produced and accumulated [14, 18, 19, 37–43].

Generally, while the incident angle, measured from the surface normal,
of ions is small, the yield increases with increasing incident angle because of
a cascade developed more close to the surface; after passing the maximum,
it decreases with increasing incident angle for large incident angles since the
screening effect of neighboring surface atoms begins to prevent incident ions
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Fig. 1.5. Energy dependence of sputtering yields of Si, Ta, SiO2, and Ta2O5 for
argon and oxygen bombardment, where solid lines correspond to (1.1), and the
experimental data of monoatomic solids are from [17] and those of oxide from [36]

from entering the surface; finally it decreases sharply since incident ions are
almost all reflected without giving energy to the solid.

Taking into account the probability that incident ions can enter the sur-
face of a solid to add a corresponding factor to a formula given by Sigmund
[20], Yamamura [43] proposed a semi-empirical formula for incident-angle
dependence of sputtering yield expressed by

Y (E, θ)
Y (E, 0)

= Xf exp[−Σ(X − 1)], (1.6)

where X = 1/ cos θ, and the term Xf was proposed by Sigmund [20]. Y (E, θ)
is sputtering yield for incident angle θ measured from the surface normal. Σ
is a physical quantity that is proportional to scattering cross section, and f
and Σ are fitting parameters to be determined by adjusting the formula to
experimental or calculated data. It was shown that (1.6) can generally repro-
duce well experimental and calculated data on the incident-angle dependence
of sputtering yield with light ions [14, 43]. The validity of (1.6) was checked
to indicate that it is acceptable for not-too-low energies, i.e., above 1 keV,
though it is not correct for self-sputtering and for heavy projectiles with ener-
gies near the threshold energy [28]. However, the second conclusion seems
to be not worth special mention, since heavy projectiles with such low ener-
gies can not fulfill the necessary condition for developing a genuine collision
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cascade near a solid surface that (1.6) assumes as a premise for heavy-ion
bombardment [43].

To account for the binding energies of incoming ions, for example, self-
bombardment, where large angles of incidence cannot be reached, (1.6) has
been improved, resulting in a new formula expressed as

Y (E, θ) = Y (E, 0)
{

cos
[(

θ

θ0

π
2

)c]}−f

exp
{

b

(
1 − 1/ cos

[(
θ

θ0

π
2

)c])}
,

(1.7)

θ0 = π − arccos

√
1

1 + E/Esp
≥ π

2
, (1.8)

with the fit parameters f, b, c [44]. Esp, the binding energy of a projectile, has
to be provided. For self-bombardment, it is equal to the surface binding energy
of target atoms; for noble gas projectiles Esp = 0; for hydrogen isotopes Esp =
1 eV is assumed. With the use of large datasets [18], new fits threshold energies
for different ion-target combinations and for incident angle at several mass
ratios are given [18]. The angular dependence of sputtering yield obtained
with the experiment and (1.6) for 1 and 8 keV H+ incident on Ni is shown in
Fig. 1.6a, and that for 30 eV W+ onto W from (1.6) and (1.7) in Fig. 1.6b
[44, 45].

Modeling of surfaces is a very important factor for sputtering simulations.
For oblique incidence, a collision cascade tends to be developed more closely to
the surface. Thus, the surface-model dependence is expected to be clearly
shown up for grazing incidence. Hence, we performed simulations of low-energy
ion sputtering to examine it.

Again, we make a comparison of incident-angle dependence of sputter-
ing in a low energy range calculated with both ACAT and TRIM.SP codes.
Figure 1.7 shows simulation results of the TRIM.SP and the ACAT codes.
The TRIM.SP result for grazing incidence approaches a finite yield. To under-
stand this feature, let us mention the surface treatment of the TRIM.SP code.
Target atoms are searched in an inner cylinder and coaxial outer ring cylin-
ders with volume Ω and length λ along the pass of a moving atom, where the
atomic volume Ω = 1/N, λ = Ω1/3 and N is the number density of a target
material. The bottom faces of the cylinders are called “target disks.” A target
atom is set randomly on each target disk. A target atom found outside the
surface is disregarded. If several target atoms are found, the one on the inner
disk is selected. Thus, the code contains more short-range collisions than the
ACAT code.

Open squares in Fig. 1.7 indicate sputtering yield derived with a modi-
fied ACAT code that forces the projectiles to collide first in the cell at an
origin, and that contains more short-range collisions. For grazing incidence,
the TRIM.SP result comes somewhere between the ACAT and the modified
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Fig. 1.6. Angular dependence of sputtering yield. (a) Obtained with the experiment
and (1.6) for 1 and 8 keV H+ incident on Ni and (b) that for 30 eV W+ onto W from
(1.6) and (1.7) [44]

ACAT results. Thus, the large energy deposited by short-range collisions
increases sputtering yield in the TRIM.SP case.

The knockout process of a surface target atom executed by an incident
light ion becomes dominant at large angles [46, 47]. The knockout process at
large angles is divided roughly into direct and indirect ones, where a “direct”
one means the direct knockoff of a surface atom by an incoming ion and an
“indirect” one the knockoff of a surface atom by an incident ion which is
scattered just before near the surface by the other target atoms, as illustrated
in Fig. 1.8. While only the indirect one works for the not-too-oblique incidence,
the direct one plays a major role at grazing angles of incidence. Equation (1.6)
does not include the contribution from the direct knockout process to the
sputtering yield. Later, Yamamura et al. [47] presented a new formula for
light ions where that process was also taken into account, as given by
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Fig. 1.7. Incident-angle dependence of sputtering yield for 100 eV W → W. Closed
diamonds are the results of TRIM.SP [2, 9], the open squares are the results of the
modified ACAT code that contains more short-range collisions

Y (E, θ)
Y (E, 0)

= T f exp[−Σ(X − 1)], (1.9)

where T = (1 + A sin θ)/ cos θ, X = 1/ cos θ. The term sin θ included in
T reflects the contribution of the direct knockout process. f, Σ, and A
are parameters and estimated by adjusting the formula to experimental or
calculated data.

Most recently three parameters were estimated for the ACAT data of D+

ions incident obliquely on C, Fe, and W materials in the energy ranges from
tens eV to 10keV [48]. Then, the parameters were expressed as a function
of incident energy. As displayed in Fig. 1.9, the dependence of normalized
physical sputtering yield on incident-angle derived from (1.9) using the func-
tions has been compared with the ACAT data for 200 eV and 1 keV D+ ions
incident obliquely on C and with those from (1.9) with not using the func-
tions and from (1.6). We found that the three formulae all agree well with the
ACAT data, except for 20–40% difference between the ACAT data and (1.6)
at angles of not-too-oblique incidence for 1 keV ions.

Figure 1.10 indicates incident-angle dependence of tungsten self-sputtering
for incident energy of 100 eV, where the solid squares, triangles, and circles
represent ACAT, DYACAT, and MD results. The MD simulation assumed a
random surface. The yields for normal incidence obtained with the DYACAT
and MD codes are almost equal to 0.013 atoms/ion which was derived by
extrapolating the experimental database of sputtering in [17] using (1.9). For
grazing incidence (θ ≥ 80◦), the ACAT yield approaches zero since the surface
normal component of the incident velocity also becomes close to zero. As a
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Fig. 1.8. Schematic diagram of knockout processes by light ions for oblique
incidence. (a) Direct knockout process. (b) Indirect knockout process

result, impulse and deposited energy onto the surface decrease. However the
DYACAT and MD yields approach a finite value (≈0.07).

Figure 1.11 illustrates a density distribution of deposited energy at θ = 80◦

on the surface, where incident atoms travel from the right side to the left side,
and the grid width is 5 Å. A low-deposited energy density for the DYACAT
and MD results is seen to expand in the left area. This is caused by complex
trajectory development under many-body collisions, resulting in an increase in
the deposited energy, which is given by the integration of the deposited energy
density. In fact, the deposited energies are 27, 50, and 37 eV for the ACAT,
DYACAT, and MD cases. Therefore, enhanced energy deposition by many-
body collisions increases sputtering yield. The maximum of the deposited
energy density is greater than 1.6 eV Å

−2
for the MD case, while it is less

than 1.6 eV Å
−2

for the ACAT and the DYACAT cases. In the MD simulation,
incident energy of a projectile temporarily changes to potential energy among
the surface atoms at an impact point because the atoms behave like a cluster
under cohesive potential. This is not considered in the limited-MD calculation
by the DYACAT code. As a result, the deposited energy density in the MD
case is higher than that in the DYACAT case. Since the highly deposited
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Fig. 1.9. Comparison of the normalized physical sputtering yield vs. incident angle.
Left: The legend indicates the curves calculated with the three formulae. The closed
circles are the data obtained with the ACAT code for 200 eV D+ onto C. Right: The
caption is the same as in (left) except the incident energy is 1 keV. Refer to (right)
for legend

Fig. 1.10. Incident-angle dependence of sputtering yield for 100 eV W+ → W. The
solid squares, triangles, and circles indicate the results obtained with the ACAT,
DYACAT, and MD codes. The curve shows (1.9) with A = 1.32, f = 3.24, and
Σ = 1.87

energy density enhances sputtering yield, the MD and DYACAT results are
equivalent to grazing incidence, although the deposited energy in the MD case
is less than that in the DYACAT case. As indicated in the figure 1.10, this
fact influences the yield for incident angles in the range 10◦ ∼ 60◦.
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Fig. 1.11. Contour map of deposited energy density on a surface for (a) ACAT, (b)
DYACAT, and (c) MD simulations of 100 eV W+ → W at θ = 80◦. Incident atoms
travel from the right side to the left side. The grid width is 5 Å. The contour lines in
eight colors from dark grey to light grey indicate the densities of 0.003, 0.006, 0.016,
0.04, 0.1, 0.3, 0.6, and 1.6 eV Å

−2

1.4 Differential Sputtering Yield

While total sputtering yield is required in some cases, differential sputtering
yields with respect to energy and ejection angle of sputtered atoms are of
importance in other cases. We discuss differential sputtering yields below.

1.4.1 Energy Spectrum of Sputtered Atoms

Quite a large quantity of experimental and calculated data on the energy
spectrum of sputtered atoms from solids has been produced and summarized
[2, 49–59].

It has been well established experimentally, theoretically, and by computer
simulations that an energy spectrum of sputtered atoms coming from a well-
developed collision cascade can be well reproduced by Thompson formula [60].
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Such a developed cascade is generated by high-energy medium-heavy and
heavy ions. The formula is expressed in terms of differential sputtering yield
Y (E) of atoms sputtered with ejected energy E for incoming ions of normal
incidence as

Y (E)dE ∝
{

1 −√
(Us + E) /γE0

}
E2 (1 + Us/E)3

dE, (1.10)

where E0 and E are the energies of incident ions and sputtered atoms and US

is the surface binding energy of a target material, γ ≡ 4M1M2/(M1 + M2)2,
where M1 and M2 are the masses of an incoming ion and a target atom. When
γE0 
 Us, E, (1.10) is approximated by

Y (E)dE ∝ E

(E + Us)3
dE. (1.11)

As an example, we show in Fig. 1.12 an energy spectrum of sputtered Fe
atoms due to 5 keV Ar+ ion bombardment of normal incidence calculated
with the ACAT code, together with the Thompson formula [(1.11)]. It is clear
from the figure that the formula reproduces the calculated data quite well.
Falcone et al. [61] also derived a similar formula. Equation (1.11) indicates
that the energy spectrum does not depend on incident energy and angle, and
ejection angle. However, more rigorously, it is expected to be dependent on
incident energy and angle. The dependence seems to be more prominent for a
cohesive material. To be able to discuss the nature of the energy distributions
quantitatively, (1.11) should be generalized to have a form,
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Fig. 1.12. Energy spectrum of Fe atoms due to 5 keV Ar+ ion bombardment of
normal incidence
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Fig. 1.13. Best-fit values of k in (1.12) applied to the energy distribution of sput-
tered atoms from Nb irradiated normally by Ar+ ions with a variety of incident
energies

Y (E)dE ∝ E

(E + Us)k
dE. (1.12)

The value of k depends on the interaction potential for elastic collisions. Equa-
tion (1.12) peaks at Us/(k − 1). By computer simulations, we obtained an
energy distribution at each ejection angle of sputtered atoms from cohesive
Nb (Us = 7.75 eV) irradiated normally by Ar+ ions with a variety of incident
energies. The best-fit value of k was derived by fitting (1.12) with the energy
spectra, and potted in Fig. 1.13 as a function of the ejection angle. It is clear
from Fig. 1.13 that a variation in k is around k = 3.0 with a width ±0.2. In
addition, for less cohesive target materials like Cu, the dependence of k on
ejection angle is estimated to be weaker (see for more discussion [62]). Thus,
the Thompson formula can almost represent energy distributions of sputtered
atoms from target materials.

Deviations from the Thompson formula have been observed in measure-
ments for incident energy below 1 keV, particularly, for light ions [52–54, 59,
62–66]. The peak of an energy spectrum tends to shift to lower energy and
the width of the spectrum becomes narrower. As described in Sect. 1.3.1, the
sputtering mechanism II becomes dominant in such a low energy range.

To explain the energy spectrum of sputtered atoms from heavy target
materials by low-energy light-ion bombardment, by assuming that sputtered
atoms are only primary recoils that undergo only elastic collisions, Falcone [67]
derived a formula

Y (E0, E)dE ∝ dE
E

(E + Us)5/2
ln

γE0

E + Us
. (1.13)



1 Simulation of the Sputtering Process 19

Assuming likewise that light-ion sputtering is mainly due to the primary
knock-on atoms, i.e., recoils, produced by ions backscattered from inside the
material, Kenmotsu et al. [68] obtained a formula on the basis of the transport
theory.

Y (E0, E)dE ∝ dE
E

(E + Us)8/5

[
ln

Tmax

E + Us

]2

, (1.14)

where Tmax = γ(1− γ)E0. It is notable that (1.10), (1.13), and (1.14) depend
on incident energy of a projectile.

Figure 1.14 illustrates the energy spectra of sputtered atoms calculated
with the ACAT code for a Fe target material bombarded normally by 50, 100,
and 500 eV D+ ions, together with (1.11), (1.13), and (1.14). Each spectrum
was normalized to unity at the maximum value. Equation (1.14) predicts quite
well the energy spectra for 50 and 100 eV D+ ion bombardment as compared
with (1.11) and (1.13). Equation (1.14) differs from the ACAT results for the
500 eV case. The reason for this difference is considered to be due to the neglect

Fig. 1.14. Energy spectra of sputtered atoms calculated with the ACAT for 50, 100,
and 500 eV D+ ions incident normally on a Fe target, together with (1.11), (1.13),
and (1.14)
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Table 1.3. Peak energies of spectra obtained by fitting (1.11), (1.13) and (1.14)
with the ACAT results

Incident
energy (eV)

Present work (eV) Falcone (eV) Thompson (eV)

50 0.43 0.83 2.14
100 1.29 1.58 2.14
500 2.77 2.22 2.14

of an inelastic energy loss in the model. An inelastic energy loss is dominant
for 500 eV, because this energy loss increases in proportion to the projectile’s
velocity. Therefore, (1.14) is valid for the incident energy of light ions below
a few hundred eV. From these figures, the peak position of the ACAT results
shows a slight shift toward higher energy as incident energy increases, as
pointed out above. Table 1.3 lists peak energies obtained by fitting (1.11),
(1.13), and (1.14) with the ACAT results. Both (1.13) and (1.14) indicate
that the peak position of the energy spectrum is an increasing function of
incident energy. Equation (1.11) is not a function of incident energy. The
peak energy of (1.13) is larger than that of (1.14) and the ACAT data for the
50 and 100 eV D+ cases.

Most recently, Ono et al. [69] extended (1.14) by taking into account an
inelastic and elastic energy loss while keeping the same sputtering mechanism
as assumed in [68]. In addition, they assumed that primary knock-on atoms
produced by backscattered ions do not lose energy while penetrating to the
material up to the surface, instead of the energy loss model employed in [68].
The extended formula is expressed in terms of normalized energy-distribution
function and fits well with the data calculated with the ACAT code for 50 eV,
100 eV, and 1 keV D+ ions impinging on a Fe target.

Figure 1.15 shows the energy spectra of sputtered particles for 5 keV Ar+

ions incident normally on a random surface. The ACAT result is plotted for
comparison. The ACAT result is reproduced successfully by a Thompson dis-
tribution [60]. In the high-energy range, the MD result agrees with the ACAT
result, which suggests that sputtered particles come from a collision cascade.
But, sputtered particles with low-energy are considered to come from a ther-
mal spike, and are comprised of many Cu clusters. The latter fact indicates
the main difference between the MD and the ACAT results.

It is well known that the flux of particles sputtered from a solid sur-
face bombarded with energetic ions is composed not only of atoms but of
molecules and clusters [70]. Compared to the understanding of the properties
of monomer emission in sputtering, the understanding of the formation and
emission of clusters in energetic ion irradiation is much less incomplete. Both
computer simulations and experiments have indicated the importance of frag-
mentation processes and detailed atomistic mechanism which imparts energy
to an aggregation of atoms at the surface and causes its ejection [70–72].
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Fig. 1.15. Energy spectra of particles sputtered from a Cu random surface for 5 keV
Ar impact. The circles and squares are the MD and ACAT results. The open circles
show the monomer yield in the MD result. The solid curve is from the approximate
Thompson [60] with surface binding energy Us = 3.1 eV

1.4.2 Angular Distribution of Sputtered Atoms

The collision cascade theory predicts that an isotropic distribution of recoil
atoms is formed from a well-developed cascade in a target material bombarded
normally by energetic projectiles, which results in a cosine-type distribution
for the angular distribution of sputtered atoms [20,73]. Experimental data and
simulation results indicate that the angular distribution depends on incident
energy [74–79]. For low incident energy, a collision cascade is formed, but it
is not well developed. As a result, the angular distribution of recoil atoms
in the cascade is no longer isotropic, resulting in the angular distribution
of ejected atoms being of the under-cosine or heart-shaped type [80]. For
high incident energy, on the other hand, an angular distribution tends to
become an over-cosine type [75], being different from the cosine shape expected
from the collision cascade theory. A qualitative explanation for the over-cosine
ejection is that the contribution to sputtering from recoils produced in deeper
layers that reach the surface without suffering collisions or that create new
recoils (multigenerated) to be sputtered increases as incident energy becomes
higher; in this case, the event that the recoil atoms will travel along the
direction of the surface normal from the bulk to the surface is highly probable,
resulting in an over-cosine distribution [80]. Figure 1.16 shows the types of
angular distribution of sputtered atoms, cosine, over-cosine, under-cosine, and
heart-shape. The heart-shaped type will be explained later.

The angular distributions of sputtered atoms due to high-energy projectiles
can be represented by cosn θ, where θ is ejection angle and n is a fitting
parameter [75]. Yamamura and Muraoka [78] calculated, with the ACAT code,
angular distributions of sputtered recoils produced in the first three atomic
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Fig. 1.16. Types of angular distribution of sputtered atom. Thick solid line, cosine
type; doted line, over-cosine type; dashed-dot line, under-cosine type; thin solid line,
heart-shaped type

Table 1.4. Best-fit values of n obtained by fitting cosn θ with experimental data
and the calculated angular distributions of sputtered atoms for normal incidence
with the ACAT code

Ion Target Energy (keV) Beat-fit n-values Exp.

First Second Third Total

Ar Fe 0.3 0.64 2.06 4.23 0.67 –
Ar Fe 0.5 0.87 2.07 4.01 0.97 0.88
Ar Fe 1.0 1.10 2.58 4.44 1.28 1.0
Ar Fe 2.0 1.21 2.60 4.33 1.45 1.35
Ar Fe 3.0 1.28 2.68 4.01 1.53 1.45
Ar Fe 4.0 1.31 2.63 4.54 1.57 –
Ar Fe 5.0 1.33 2.65 4.44 1.60 –

layers of a Fe target irradiated normally by 0.3–5 keV Ar+ ions and derived
best-fit values of n for them, as listed in Table 1.4. The best-fit values of n from
the first atomic layer derived from the ACAT results are in good agreement
with those of experiments, and the degree of the over-cosine distribution, n, is
an increasing function of ion energy E. This energy dependence of n is mainly
due to the sputtered atoms from the first layer. The angular distribution of
sputtered recoils produced at the deeper layers has nearly the same degree of
the over-cosine distribution as a function of ion energy. For E > 1 keV, the
angular distribution from the first layer shows an over-cosine distribution.

Figure 1.17 shows the angular distributions of sputtered atoms for
5 keV Ar+ ions incident normally on Cu (100), (111), (110) and random sur-
faces. For the former first three surfaces, the angular distribution has some
characteristic peak. From Fig. 1.18, one can see that the spot pattern cor-
responds to the closed-pack direction of the fcc crystal. The focusing in the
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Fig. 1.17. Angular distribution of sputtered atoms for 5 keV Ar+ impact on a Cu
random surface. The circles, squares, triangles, and diamonds correspond to the
results from the random, (111), (110), and (100) surfaces. The solid curve is an
over-cosine fit (cos θ)1.8. The ejection angle is measured from the surface normal

Fig. 1.18. Spot patterns of sputtered Cu atoms for 5 keV Ar+ impact on Cu (100),
(110), and (111) surfaces. Radial and rotational axes correspond to the polar and
azimuth angles, respectively. Lines in nine colors from dark grey to light grey indicate
contour lines from 10 to 90% with increment of 10%, of the maximum differential
sputtering yield

closed-pack direction causes these peaks. For the random surface, on the other
hand, the angular distribution has no characteristic peak and turns out to be
of the over-cosine type of cos1.8 θ. This means the effect of the crystal structure
disappeared for a random surface.

The following formula can also represent an angular distribution for normal
incidence [25, 81, 82]:

Y (E, θ) ∝ cos θ(1 + B cos2 θ), (1.15)
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Fig. 1.19. Angular distributions calculated with ACAT for 100 eV, 500 eV,
5 keV Kr+ ions incident on a Cu target. Also shown are the results of (1.15)

where B is a fitting parameter. The cosine distribution corresponds to B = 0
in (1.15). B > 0 and B < 0 accord with angular distributions of over-, under-
cosine, and heart-shaped types, respectively. The fitting function, (1.15), is
useful compared with the function cosn θ, since (1.15) can describe even
a heart-shaped distribution (smaller negative value of B) corresponding to
very low incident energy. Figure 1.19 displays angular distributions of sput-
tered atoms calculated with the ACAT code for 100 eV, 500 eV, 5 keV, and
20 keV Kr+ ions incident normally on a Cu material. Also shown are the
results of the fitting formula [(1.15)]. The best-fit values are B = −0.62 for
100 eV, B = 0 for 500 eV, B = 2.0 for 5 and 20 keV. It is quite clear from
the figure that above formula [(1.15)] fits very well with these calculated dis-
tributions. The value of B increases with increasing incident energy, except
for 5 and 20keV for which it is the same. Thus, it is not a linear increasing
function of incident energy. The behavior of B for incident energies from 5 to
20 keV is understood as: for such high incident energy, since main cascades
are formed at great depth from the surface, the recoil density created which is
responsible for sputtering becomes nearly constant near the surface, resulting
in tending to an isotropic distribution.

The sputtering mechanism for normally incident light ions is described
in Sect. 1.3.1, and that for obliquely incident light ions is also presented in
Sect. 1.3.2. While an angular distribution formed by the direct knockout pro-
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: random part 

: few collison part 

Fig. 1.20. Schematic representation of an angular distribution of sputtered atoms
due to light ions of oblique incidence

cess is expected to be narrow, that by the indirect knockout process becomes
broad, because in the latter case light ions at nearly normal incidence are
backscattered nearly isotropic from inside a material. This corresponds to
the fact that the angular distribution due to light ions does not lead to the
under-cosine type, i.e., cosine or over-cosine types [73]. Therefore, as shown in
Fig. 1.20, the angular distribution by light ions of grazing incidence consists
of a random and a few collision parts.

Figure 1.21 illustrates the normalized angular distributions of sputtered
atoms from a Ni material bombarded by 450 eV and 1 keV H+ ions at sev-
eral angles of incidence [39, 75, 76]. The simulation results calculated with
ACAT are in good agreement with the experiments except for the case of
450 eV H+ ions for incident angle 80◦. This exception is considered to come
from the effect of the surface roughness effect examined and the low incident
energy. A comparison of the distribution for normal incidence with that for
60◦ indicates that, as incident angle becomes larger, a distribution tends to be
sensitive to surface roughness, resulting in being broad. Figure 1.22 indicates
that the angular distribution by 100 eV H+ ions incident normally on Cu is
the over-cosine type (B = 0.5). In contrast, that by 100 eV Kr+ ions inci-
dent on Cu becomes the under-cosine type, as illustrated already in Fig. 1.19.
Thus, it is understood that a few collision process characteristic of light-ion
bombardment leads to the over-cosine type even in low incident energy.

Assuming sputtering due to the direct knockout process between an inci-
dent ion with energy E and a target atom, and planar surface potential Us,
the relation between a recoil angle δ and an ejection angle βout (see Fig. 1.8)
is given as [83]

cos2 βout =
cos2 δ sin2(θ + δ)

cos2 δ − q2
, (1.16)
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Fig. 1.21. Normalized angular distributions of experimental and ACAT data for
450 eV and 1 keV H+ ions incident for a Ni material for 0◦, 60◦, and 80◦

where θ is an angle of incidence, q =
√

Us/γE, γ = 4M1M2/(M1 + M2)2,
where M1 and M2 are the masses of a projectile and a target atom, respec-
tively. By taking the derivative of (1.16) with respect to δ and set equal to
zero, the flowing transcendental equation is obtained:

cos3 δ cos(δ + θ) − q2 cos(2δ + θ) = 0. (1.17)

In addition, preferential ejection angle βp due to the direct knockout process
under q � 1 is roughly given as [79, 83]
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Table 1.5. Comparison with the experimental data and analytical results calculated
with (1.18) on the preferential angle βp

Ion Target Energy (keV) Incident angle βp (degree)
(degree)

Theory (1.18) Exp.

Ar Cu 500 80 10.2 ∼10.0
Ar Cu 500 85 5.2 ∼5
Ar Cu 150 85 5.4 ∼5
Ar Cu 900 85 5.2 ∼5
Xe Cu 200 85 5.4 ∼5
Ar Zr 500 80 10.3 ∼11
Ar Zr 500 85 5.3 ∼9
Ar Zr 900 85 5.3 ∼8
Ar Zr 150 85 5.6 ∼9
Xe Zr 200 85 5.5 ∼5
H Ni 0.45 80 46.6 49.3
H Ni 1 70 45.9 43.0
H Ni 1 80 33.1 45.0
H Ni 4 80 32.1 33.7
H Ni 4 80 21.2 21.0
He Ni 4 80 15.9◦ 15.0

βp = cos−1{(cos θ + q)(cos θ + 2q)}1/2. (1.18)

Table 1.5 [79] lists the experimental data and analytical results calculated with
(1.18) for βp. Equation (1.18) is in good agreement with the experimental data
for the extensive energy range (0.45–500keV).

Figure 1.23 illustrates the differential sputtering yield of tungsten self-
sputtering with incident energy of 100 eV and at θ = 30◦, 60◦, and 80◦.
Anisotropy was seen for βp, and βp increases slightly with increasing inci-
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Fig. 1.23. Contour map of differential sputtering yield for 100 eV W → W at
θ = 30◦, 60◦, and 80◦. The radial and rotational axes correspond to the polar and
azimuth angle, respectively. Lines of nine colors from dark grey to light grey indicate
couture lines from 10 to 90% with inclement of 10%, of the maximum differential
sputtering yield

dent angle. This result corresponds qualitatively with the feature that (1.18)
indicates.

1.5 Sputtering from Rough Surface

It is known that the surface in the BCA code is atomically rough. The random
surface in the MD code is also atomically rough. To observe the effect of a
surface roughness that is greater than the atomic roughness, we also performed
the MD simulations using a fractal surface, which is constructed by the Fourier
filtering method [84]. The height z at a horizontal position r = xi+yj is given
by the two-dimensional discrete inverse Fourier transform as

z(r) =
∑
kx=0

∑
ky=0

{A(k) cos(k · r) + B(k ) sin(k · r)}, (1.19)

where k = kxi + kyj is the wave vector, the spectral density is S(k) =
A2(k ) + B2(k ) ∝ (kx

2 + ky
2)D−4, and D is the fractal dimension.

Figure 1.24 shows the incident-angle dependence of tungsten self-sputtering
yield with incident energy of 1 keV calculated with the MD code. Open cir-
cles indicate sputtering yields for the fractal surface with D = 2.15 and the
RMS roughness of about 2λ, where λ is defined in Sect. 1.2. We found that
the rough surface reduces incident-angle dependence because the local sur-
face normal vectors are randomized for the rough surface which is shown in
Fig. 1.25a. This is equivalent to randomizing incident angle. The randomiza-
tion is derived from low wave number components of (1.19) because we should
consider the size of the local surface that includes a collision cascade.

In Fig. 1.26, we show, with the ACAT code, the incident-angle dependence
of Cu self-sputtering yield with incident energy of 1 keV. From Fig. 1.26, one
can find that ions normally incident on rough surfaces (D = 2.2, 2.5) gives
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Fig. 1.24. Incident-angle dependence of sputtering yield for 100 eV W → W. The
open circles correspond to the MD results on a rough surface

Fig. 1.25. Schemata of rough surface sputtering. (a) Low-energy ions incident on
a rough surface is equivalent to randomizing incident angle. (b) High-energy ions
incident on a rough surface is equivalent to a low-density surface
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Fig. 1.26. Incident-angle dependence of sputtering yield for 1 keV Cu → Cu with
D = 2.0, 2.2, and 2.5, respectively

rise to lower sputtering yield than that on a smooth surface (D = 2.0). Since
a high-energy collision cascade develops in a wide area of the surface, high-
energy sputtering is affected by the averaged low-density surface which is
schematized in Fig. 1.25b, which reconfirms the results obtained by Kenmotsu
et al. [85] about low-density effect of the fractal surface on sputtering. This
effect was not found in low-energy sputtering as shown in Fig. 1.24. When
a low-energy projectile collides with surface atoms, it is influenced by them,
and feels the direction of the local surface normal. Thus, randomization of a
surface normal is important for low-energy sputtering.

1.6 Sputtering of Compound Targets

When a multicomponent material is bombarded strongly with an ion beam,
near-surface compositional alteration is an unavoidable phenomenon which
results from a combination of several kinetic (preferential sputtering, collision
mixing, etc.) and thermal processes (radiation-induced diffusion, Gibbsian seg-
regation and radiation-induced segregation, etc.). The driving forces of surface
segregation are strain energy and difference in the chemical potentials between
the first and the second layers. The former is radiation-induced segregation,
and the latter known as Gibbsian segregation. The relative importance of
each process depends on an alloy system, the elements, energy and flux of
bombarding ions, and irradiation temperature [86].

To analyze the surface change of multicomponent targets under ion bom-
bardment, Auger electron spectroscopy (AES), ion scattering spectroscopy
(ISS), Rutherford backscattering spectroscopy (RBS), secondary ion mass
spectroscopy (SIMS), and X-ray photoelectron spectroscopy (XPS) are used.
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Kimura et al. [87] made an experiment of 6 keV As2+ ion implantation on Si
wafers and measured the depth profile up to 10 nm with high-resolution RBS.
These analytical techniques are useful to estimate surface concentration and
the compositional change near a surface, but the real surface concentrations
of constituents are possibly different from those measured by respective tech-
nique, because of the different resolutions of these techniques. Therefore, it
is difficult to estimate the compositional change near the surface under ion
bombardment for multicomponent targets experimentally.

At temperatures lower than room temperature, the surface compositional
change of most alloys can be explained mainly by kinetic processes, because
the time constants of the processes such as the recession speed due to
sputtering are much faster than those of thermal processes. At high tem-
peratures, since the time constants of the latter processes are comparable
to or longer than those of the former processes, the phenomenon becomes
more complex. The first study of bombardment-induced alterations of sur-
face composition at high temperature was carried out on a Cu−Ni alloy by
Shimizu et al. [88]. After this work, there were a lot of measurements on sur-
face and/or surface compositional changes in binary alloys by the AES and
ISS techniques [89, 90]. Lam et al. [91] measured changes on the surface and
surface compositions of Ni–40 at.% Cu alloys at temperatures between 25
and 700◦C, using the ISS technique. They found that the steady-state surface
composition was noticeably temperature-dependent above 400◦C, which was
interpreted in terms of the significant contribution of the second atomic layer
to the sputtering flux.

There are two typical theoretical approaches to understand alterations of a
surface composition. One is an analytical approach which is based on a diffu-
sion equation [92–95] or on a kinetic balance equation [96]. The other approach
is Monte Carlo simulation [97–99]. Ho [92] introduced radiation enhanced
diffusion into the model proposed by Patterson and Shirm [93]. Wiedersich
et al. [94] presented a theory for radiation-induced segregation by introducing
a concept of the preferential migration of vacancies and interstitial of a cer-
tain atom. Kelly [95] suggested that surface segregation might be important
for the interpretation of compositional changes at the surface. Sigmund and
his coworker [96] investigated multicomponent sputtering theoretically on the
basis of the kinetic balance equation.

For multiple-component targets, total sputtering yields, Y , are defined
with its partial sputtering yields of constituents Yi as follows [86]:

Y =
∑

i

Yi (1.20)

At sufficiently low temperature, where thermal processes are not important,
the ratio of sputtering yields for a binary target is expressed by

Y1

Y2
=

(
c1

c2

)(
c′2
c′1

)
, (1.21)
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where Y1 and Y2 are partial sputtering yields of the two constituents, and
c1, c2, c′1 and c′2 are surface concentrations of each element before the ion
bombardment and in the steady state. If a change in the surface concentration
for a binary target due to sputtering does not occur, the ratio Y1/Y2 is equal
to unity. The ratio Y1/Y2 for a binary target is usually determined from (1.21)
by measuring the surface concentrations of constituents before the ion bom-
bardment and in steady state. The measured sputtering yield ratio of alloys
is listed in Table 1.6 [100].

A theory of sputtering on multiple component targets was proposed by
Sigmund [73,96,101]. Partial sputtering yield of the i-component for a binary
infinite medium is given as:

Yi = ciΛ
′
iFD(E, θ, 0), i = 1, 2, (1.22)

where

Λ′
i = Λi

(
(U)i

Ui

)1−2mi 1
ci

Gi

(G)i
.

Table 1.6. Sputtering yield ratio of alloys. Also listed are atomic weight ratio and
ratio of sublimation energies of constituent atoms of pure metals [100]

System
(A−B)

Mass ratio
(MA/MB)−1

Sputtering
yield ratio
(YA/YB)

Ration of
sublimation
energy in eV

(UA/UB)

Ion Method
and

references

Al−Cu 0.42 2.1 3.36/3.52 Xe (1 keV) RBS [99]
Al2−Au 0.14 1.9 3.36/3.80 Ar (40 keV) RBS [100]
Al−Au2 0.14 1.3 3.36/3.80 Ar (40 keV) RBS [100]
Si−Ni 0.48 1.6 4.70/4.46 Ar (40 keV) RBS [100]
Si−Pt 0.14 2.1 4.70/5.86 Ar (40 keV) RBS [100]
Si−Pt2 0.14 1.6 4.70/5.86 Ar (40 keV) RBS [100]
Au−Cr 3.3 1.4–2.0 3.80/4.12 Ar (0.5–2 keV) AES [101]
Cu−Ni 1.1 1.7 3.52/4.46 Ar (0.5–2 keV) AES [102]
Cu−Ni 1.1 1 3.52/4.46 Ar (3 keV) ISS [103]
Ni−Pt 0.3 1.5–1.9 4.46/5.86 Ar (2 keV) AES [104]
Pd−Ni 1.7 1.5–1.7 3.91/4.46 Ar (0.5–2 keV) AES [105]
Cu−Pd 0.63 1.5–1.6 3.52/3.91 Ar (2 keV) AES [106]
Cu−Pt 0.32 1.6–3.0 3.52/5.86 Ar (2 keV) AES [107]
Cu−Au 0.32 1 3.52/3.80 Ar (1 keV) AES [107]
Cu3−Au 0.32 1.1 3.52/3.80 Ar (40 keV) RBS [100]
Cu3−Au 0.32 2.3–2.8 3.52/3.80 Ar (0.5–5 keV) Electron

diffraction
[108]

Ag−Pd 1.0 1.5–1.6 2.97/3.91 Ar (2 keV) AES [109]
Au−Pd 2.0 1.0–1.4 3.80/3.91 Ar (2 keV) AES [109]
Ag−Au 0.56 1.7–1.8 2.97/3.80 Ar (1 keV) AES [107]
Ag−Au 0.56 1.2 2.97/3.80 Ar (40 keV) RBS [100]
Ag−Au 0.56 1 2.97/3.80 Ne (1.5 keV) ISS [110]
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Here ci is atomic concentration of the binary alloy. The relation between c1

and c2 is expressed by c1 +c2 = 1 for the binary alloy. The quantity F (E, θ, 0)
is the deposited energy per unit depth in the alloy surface, mi exponent in the
inter-atomic power law potential for an elemental the i-target, Λi a material
constant for an elemental i-target, (U)i surface potential in an elemental i-
target, Ui and surface potential for an i-atom of the alloy. The factor Gi/(G)i

is ratio of the flux functions between i-atoms in the alloy and elemental i-
target. Gi and (G)i are densities of moving target atoms in a collision cascade
generated by incident ions or recoil atoms for the alloy and an elemental
target, respectively. For roughly equal masses M1, M2 of the constituents, one
may approximate Gi/(G)i ≈ ci.

Using (1.22) and assuming m1 = m2, the ratio of sputtering yields for the
binary alloy is expressed by

Y1

Y2
=

c1

c2

(
M2

M1

)2m (
(U)2
(U)1

)1−2m

. (1.23)

Heat of sublimation is generally taken as an approximate value for surface
binding energy of elemental targets [73]. It is difficult to estimate surface
binding energy of each element of multiple-component targets, because the
energy depends on the surface concentration of the elements and surface coor-
dination numbers. For a random binary alloy the surface binding energy U1

is derived as a function of surface concentration of the constituents and the
nearest-neighboring bond strengths [95, 102]:

U1 = −Zs[c1U11 + c2U12], (1.24)

where ZS is surface coordination number, and U11 and U12 are bond strengths.
To estimate the ion-fluence dependence of depth profiles and compositional

changes during ion bombardment, there are several Monte Carlo simulation
codes that are based on the BCA. The EVOLVE code was developed by Roush
et al. [97]. The TRIDYN was made by Möller and Eckstein [98], and the
ACAT-DIFFUSE was proposed by Yamamura [6]. The ACAT-DIFFUSE code
calculatedcompositional changesneara surfaceanddepthprofiles inNi–40at. %
Cu alloys at various temperatures (25–500◦C) when sputtering is taking place
with normal incident-beam of 3 keV Ne+ ions [103]. The compositional change
near surface calculated with the ACAT-DIFFUSE code is shown below.

As Gibbsian segregation, the ACAT-DIFFUSE code uses the Darken
description [104]. The application of the modified Darken equation leads to
the following coupled rate equations [103–105]:
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where Xφ
1 and XBi

1 are fractional concentrations of species 1 in the topmost
and the ith layers, respectively. In deriving above equations we use chemical
potential terms for an ideal binary alloy, i.e., μ = μ0 + RT ln X , where μ0 is
standard chemical potential, R universal gas constant, and T is temperature.
The coefficient Ξ1 corresponds to a diffusion constant given by Ξ1 = M1RT .
In this model segregation takes place from the bulk B to the surface Φ, because
μ0φ

1 �= μ0B
1 . Segregation energy is given by ΔG = μ0B

1 −μ0φ
1 −0B

2 +μ0φ
2 . Above-

coupled equations lead to the Langmuir–McLean relation in a stationary
phase [91]

Xφ
1

1 − Xφ
1

=
XB

1

1 − XB
1

exp
[
ΔG

kT

]
. (1.26)

Lam et al. [91] measured the surface compositional change of Ni–40 at.% Cu
alloy bombarded normally with flux of 3.75×1013 ions cm−2 s−1 of 3 keV Ne+

ions. The simulations were done under the same conditions as the experiments.
When the specimen is heated to a high temperature, a thermodynamic driving
force gives rise to Cu enrichment at the alloy surface even in the absence of
sputtering. Lam et al. gave the following expression for segregation energy
ΔG of a Ni–40 at.% Cu ally at high temperature (500◦C):

ΔG = −2.6kT + 0.42. (1.27)

From (1.26) and (1.28), we have the reasonable estimation of the surface atoms
fraction Cuφ and Niφ at the topmost layer before ion bombardment which is
denoted by [CuxNi1−x] in the ensuring discussions. In the calculations with
ACAT-DIFFUSE we considered only one trap site which is vacancy and the
basic diffusion equation is for interstitial diffusion. The respective activation
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Fig. 1.27. Time evolution of the Cuφ/Niφ ratio in the first layer during 3 keV Ne+

ion sputtering of a Ni–40 at.% Cu alloy at 400◦C, where the ion flux is 3.75 × 1013

ions cm−2 s−1. Solid symbols mean the ACAT-DIFFUSE data and open symbol
Lam’s experimental data [91]. The parameters of cases A, B, C and D are listed in
Table 1.7

energies of Ni and Cu are assumed to be 0.93 and 0.88 eV for the interstitial
diffusion, and the vacancy diffusion is considered indirectly by solving the
rate equation of trapped atoms concentration, where the trapping energies of
Ni and Cu are set to be 2.03 and 1.76 eV, respectively. We use smaller de-
trapping energies than the diffusion activation energies in the material with
no irradiation, because trapped atoms may be in an excited state compared
with a lattice atom. This leads to the radiation-induced diffusion.

Figure 1.27 shows the calculated Cuφ/Niφ ratio in the topmost layer at
400◦C as a function of bombarding time. We made simulations for four cases
in which the physical parameters used are listed in Table 1.7, where ΔG0 is the
segregation energy before bombardment. Since (1.28) can not be applied to
T < 500◦C, both ΔG0 and [CuxNi1−x] are determined from the extrapolation
of the experimental data [91]. The ion-fluence dependence of Cuφ/Niφ ratio
of case A is in agreement with the experimental data only at the early stage
(t < 10 s), and the parameters of case A give the large steady-state Cuφ/Niφ

ratio compared with the experiment. The segregation speed of case B is very
small and it gives good agreement with the experimental steady-state Cuφ/Niφ

ratio, but the ratio drops more rapidly than the experiment.
There are experimental evidences [106,107] that segregation energy under

irradiation is smaller than that before bombardment. Referring to ion-fluence
dependence of the calculated Cuφ/Niφ ratios for case A and B, we adopt the
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Table 1.7. Initial surface atoms fractions Ξ, ΔG0, ΔGS and decay constant τ for
cases A, B, C and D

Parameters Case A Case B Case C Case D

Initial surface
atoms fractions

[Cu0.99Ni0.01] [Cu0.99Ni0.01] [Cu0.99Ni0.01] [Cu0.4Ni0.6]

Ξ (cm2 s) 1.0 × 10−15 3.5 × 10−17 1.0 × 10−15 1.0 × 10−15

ΔG0 (eV) 0.175 0.175 0.175 0.175
ΔGst (eV) 0.175 0.175 0.050 0.050
τ (ions cm−2) – – 2.0 × 1016 2.0 × 1016

Fig. 1.28. Time evolution of the Cuφ/Niφ ratio at first layer during 3 keV Ne+ ion
sputtering of a Ni–40 at.% Cu alloy at various temperatures, where the ion flux is
3.75×1013 ions cm−2 s−1. Solid symbols denote the ACAT-DIFFUSE data and open
symbols denote Lam’s experimental data [91]. The parameters used in the calculation
are listed in Table 1.7. The cross marks denote the ACAT-DIFFUSE simulation of
T = 100◦C with the initial atom fraction [Cu1.0Ni0.0]

following ansatz:

ΔG = max[ΔG0 exp(−Φ/τ), ΔGst], (1.28)

where ΔGst is segregation energy in a steady state. As shown in Fig. 1.27, the
ion-fluence dependence of the calculated Cuφ/Niφ ratio for case C is in good
agreement with the experiment in the whole range considered. To show the
dependence of the initial surface atoms fraction on Cuφ/Niφ ratio, we use the
bulk atoms fraction as an initial surface atoms fraction in case D. Before 50 s,
Cuφ/Niφ ratio is strongly dependent on the initial surface atoms fraction, but,
after 50 s, the Cuφ/Niφ ratio shows the same dependence as that of case C.
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Table 1.8. Best-fit parameters of the initial surface atoms fractions Ξ, ΔG0, ΔGS

and decay constant τ for various temperatures

Parameters Temperature

100◦C 200◦C 300◦C 400◦C 550◦C

Initial sur-
face atoms
fractions

[Cu0.4Ni0.6] [Cu0.79Ni0.21] [Cu0.89Ni0.11] [Cu0.99Ni0.01] [Cu0.92Ni0.08]

Ξ (cm2 s
−1

) 2.0 × 10−17 1.0 × 10−16 6.0 × 10−16 1.0 × 10−15 1.0 × 10−14

ΔG0 (eV) 0.003 0.006 0.120 0.175 0.200
ΔGst (eV) 0.003 0.006 0.045 0.050 0.080
τ (ions
cm−2)

– – 2.0 × 1016 2.0 × 1016 8.0 × 1016

The Cuφ/Niφ ratio calculated with the ACAT-DIFFUSE code at vari-
ous temperatures is displayed in Fig. 1.28, where solid symbols mean the
ACAT-DIFFUSE data and open symbols Lam’s experimental data [91]. The
parameters used in the calculation are listed in Table 1.8, where ΔG0 and
the initial surface atoms fraction [CuxNi1−x] are also determined from the
extrapolation of experimental data. In low temperature (<300◦C), the time
constant of kinetic process or the recession speed due to sputtering is faster
than the segregation speed, and so we can reproduce the experimental data
without using the ansatz (1.28).

While the time constant of kinetic process is independent of tempera-
ture, the segregation speed Ξ is an increasing function of temperature. If
we employ the ansatz (1.28), as is presented in Fig. 1.28, we can choose the
best-fit parameters which give good agreement with the experimental ion-
fluence dependence of the Cuφ/Niφ ratio. As a comparison, we calculated the
Cuφ/Niφ ratio at 100◦C, assuming that only Cu atoms are present in the
first layer before bombardment. These ACAT-DIFFUSE data are plotted by
cross marks in Fig. 1.28. For 3 keV Ne+ ion bombardment we need more than
2.0× 1015 ions cm−2 s−1 before the initial surface conditions do not affect the
Cuφ/Niφ ratio. This is consistent with the case D result shown in Fig. 1.27.

Figure 1.29 illustrates the flux dependence of Cuφ/Niφ ratio during sput-
tering at 300◦C, where the parameters in Table 1.8 were used in the calculation
and solid and open symbols mean the ACAT-DIFFUSE data and Lam’s exper-
iment data, respectively. The ACAT-DIFFUSE data are in good agreement
with the experiment for three fluxes. The steady-state Cuφ/Niφ ratio of high
flux (1.88 × 1014 ions cm−2 s−1) indicates a slightly small value, because the
kinetic process is strong compared with the other two fluxes.

1.7 Conclusion

We have given a quantitative account of and highlighted the results on sput-
tering obtained mainly with our computer codes, together with semi-empirical
formulas that well reproduce the results.
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Fig. 1.29. Flux-dependence of the Cuφ/Niφ ratio during 3 keV Ne+ ion sputtering
of a Ni–40 at.% Cu alloy at 300◦C, where the ion flux is 3.75 × 1013 ions cm−2 s−1.
Solid symbols indicate the ACAT-DIFFUSE data and open symbols indicate Lam’s
experimental data [91], and the used parameters are listed in Table 1.4

After having described a brief outline of our computer codes in Sect. 1.2,
we have mentioned in Sect. 1.1.3 dependences on incident energy and incident
angle of total sputtering yield, together with corresponding semi-empirical for-
mulas. The large difference found at glancing angles of incidence between the
MC and the MD data was accounted for using the contour maps of deposited
energy density on the surface calculated in these simulations.

We have described differential sputtering yield in sputtered energy and
ejection angle in Sect. 1.1.4. We have shown that the semi-empirical for-
mulas agree well with the energy spectrum of sputtered atoms from heavy
target materials with low-energy light ions. The difference in the angular
distributions for heavy- and light-ion bombardment was described. We have
also introduced a new semi-empirical formula that represents even the heart-
shaped angular distribution due to very low-energy heavy- and moderately
heavy-atom bombardment.

In Sect. 1.1.5, we have mentioned the effect of surface roughness on sput-
tering with low- and high-energy ions. Low-energy ions incident on a rough
surface is equivalent to randomizing incident angle, and sputtering with high-
energy ions is affected by the averaged effective low-density of a rough surface.

In Sect. 1.1.6, we have treated sputtering of compound materials. We have
pointed out that kinetic and thermal processes occurring in a material result in
the compositional change. Ion-fluence dependence of the compositional change
for a Cu−Ni alloy was calculated with the ACAT-DIFFUSE code where both
kinetic and thermal processes are taken into account.
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